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Posture and gesture interaction

Example Social Behaviours
z AR *:’
Social Cues g é E —§ é gﬁ g- %"
Physical appearance
height NARY Vv
attractiveness VIVIVIY Vv Vv
body shape v Vv NARY
Gesture and posture
(h;md gestures NARY ViV vV Vv
Il posture VIVIVIVIVIV] V VIV
[walking VIiV]Y V[V
Face and eyes behaviour
facial expressions VIVIVIVIVIV] V VARV
gaze behaviour VIiVIVIVIVIV] V Vv
focus of attention VIiVIVIVIVIV] V Vv
Vocal behaviour
prasody ViV VI v v v
turn taking VAR ARARY Vi VvV
vocal outbursts VARY ViIiVIVI V|V
silence v v v v A. Vinciarelli, M. Pantic, H. Bourlard,
Space and Environment Social S/‘gna/ Prqcessing: Survey of an
Emerging Domain,
distance VIVI]Y v v v Image and Vision Computing (2008)
seating arrangement NARY Vv Vv

Analysing postures and gestures

+ The primary goal of gesture recognition research is to create a system which
can identify specific human gestures and use them to convey information or
for device control.

+ A gesture may be defined as a physical movement of the hands, arms, face,
and body with the intent to convey information or meaning.

+ Gesture recognition, then, consists not only of the tracking of human
movement, but also the interpretation of that movement as semantically
meaningful commands



Analysing postures and gestures
//application areas

General domain Specific area

Virtual reality —Interactive virtual worlds
—Games
—Virtual studios
—Character animation
—Teleconferencing
(e.g.. film, advertising, home-use)

“Smart” surveillance systems —Access control
—Parking lots
— Supermarkets, department stores
—Vending machines, ATMs
—Traffie

Advanced user interfaces —Social interfaces
—Sign-language translation
—Gesture driven control
—Signaling in high-noise environments
(airports, factories)
Motion analysis —Content-based indexing of sports video
footage
—Personalized training in golf, tennis, ete.
—Choreography of dance and ballet
—Clinical studies of orthopedic patients

Model-based coding — Very low bit-rate video compression

Hand gestures

+ Taxonomy of hand gestures for HCI

[ Hand Movements I
I Gestures ] | Unintentional Movements I
| Manipulative | | Communicative |
| Acts | | Symbol ]
-
[Deistc | [Referental ]

+ Visual interpretation of hand gestures can help in achieving the ease and
naturalness desired for Human Computer Interaction (HCI).



Posture and gesture interaction
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Analysing postures and gestures

* There are two main challenges in recognizing posture
and gestures:

+ detecting the body parts involved in the gesture (e.g.
hands)

+ modeling the temporal dynamics of the gesture



Analysing postures and gestures:
//detecting parts: Kinect style

Analysing postures and gestures:
//detecting parts: Kinect style (Microsoft)

NUI Library Application




Analysing postures and gestures:
//detecting parts: Kinect style (Microsoft)

* USB 2.0 interface (Hub)
* Data

/ RGE )
3 Depth [ sensor \
- RGB IR Sensor P'I;l?](%w
(depth)
— Audio out | |_pojecor pth)
— Audio in a1 ) |
- Y Ry e 60111 S 11601 ——- NUI Library ‘ Application
Audio Stream »

Analysing postures and gestures:
//detecting parts: Kinect style (Microsoft)

Application
Vigeo Components Audio Comp
Windows Core Audio ®
NUI API and APls
DMO COGEC for mic amay @
Video stream control Audio stream control | User Mode
‘l | WinUSB device stack WnUS8 camera stack USBAudio audio stack IKemdMode
I Kemel-mode drivers for Kinect for Windows I
\ e )y
®| USB Hub | Hardware
[ Motor ] [ Camess ] [ assomcamsy |
Kinect sensor
O Kinect for O Windows = User-created
Windows SDK components components



Analysing postures and gestures:
//detecting parts: Kinect style (Microsoft

Application

Camera

Motor

Color

Accelerometer

GetNUICameraColorFrameRAW
GetNUICameraColorFrameRGB24
GetNUICameraColorFrameRGB32

GetNUIMotorAccelerometer

Audio Stream Depth

Control

GetNUICameraDepthFrameRAW
GetNUICameraDepthFrameRGB32

NUIMotorMo

GetNUIMotorSerial

StartNUICamera
StopNUICamera

LED

SetNUIMotorLED

Analysing postures and gestures:

//detecting parts: Kinect

style (OpenNI

Introducing OpenNI

The OpenNI Is an y-led, P formed to certify and promote the
compatibllity and Interoperability of Natural Interaction (NI) devices, applications and middieware.

As a first step towards this goal, the organization has made avaliable an open source framework — the OpenNI
framework - which provides an appication programming interface (API) for writing appications utilzing natural
interaction. This API covers communication with both low level devices (6.9. vision and audio sensors), as well as high
level middleware solutions (e.g. for visual tracking using computer vision),

On this website you will be able 1o downioad the open source OpenNl framework, and get information on third-party
hardware and middieware solutions which are OpenNI compliant.

OpenNI Modules OpenNI Production Nodes OpenNl Production Chains

The OpenNI Framework provides the interface for physical devices and for N
middieware components. The API enables modules 1o be registered in the OpenNI N
framework and used to produce sensory data. Selecting the hardware or mddieware )

module s easy and flexble. \

W™

Develop

i Develop compeling applicati_ -
| wth powerful developer
environments, resources, 100,

Design

WSS  Design incredible Natural
Interaction experiences and cutting

edge User Interface

|- @ O

Interact

Experience

Experience the power of Natura!
Interaction for the new consumer

Interact with other OpenNI
champions and show off your stuff
through the OpenNI forum and wik

Latest News

+ PrimeSense™ Establishes the
OpenNI™ Standard and

ers' Infiative to Bring

id of Natura

Interaction™ to Life

+ OpenNl.org is Ive

Latest Downloads

« MultipleHands.zip (11 Jan,
2011)

+ Skeleto
2011)

onl (06 Jan,

« An OpenNI logo you can use
to help promote OpenNl. (06
Jan, 2011)

+ PrimeSense NITE Beta Buikd
for for Ubuntu 10.10 x64 (64
bit) v1.3.0.17 (06 Jan, 2011)

« PrimeSense NITE Beta Buikd
for for Ubuntu 10.10 X86 (32
bit) v1.3.0.17 (06 Jan, 2011)

http://www.openni.org/




Kinect style:
//http://www.openni.org/
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Kinect style:
//http://www.openni.org/




Kinect style:
//http://www.openni.org/

Analysing postures and gestures:
//detecting parts: motion capture




Analysing postures and gestures:
//detecting parts: computer vision

* There are two main challenges in recognizing posture
and gestures:

+ detecting the body parts involved in the gesture (e.g.
hands)

+ addressed by selecting appropriate visual features: these
include, e.g., histograms of oriented gradients , optical
flow, spatio-temporal salient points and space-time
volumes .

+ modeling the temporal dynamic of the gesture

Analysing postures and gestures:
//detecting parts: computer vision




Analysing postures and gestures:
//detecting parts: computer vision

tracked body parts indexed by different colors

Analysing postures and gestures:
//detecting parts: computer vision
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Analysing postures and gestures:
//detecting parts: computer vision

........

ellipse convex hull

Analysing postures and gestures:
//representing parts: computer vision
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lowerneck(3)

clavicle(2)

Left side
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Shoulder 3) humerus(3)

Thorax —+—» upperback(3) — radius(1)
Elbow

Back . lowerback(3) — wrist(1)
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) tibia(1)
Virtual foot

foot(2)



Analysing hand gestures:
//representing parts: computer vision

Spatial Gesture Model

4/\5

3D Hand Model-Based Appearance-Based
Parameters: Parameters:
- joint angles - images
- palm position - image geometry parameters

- image motion parameters
- fingertip position & motion

Analysing hand gestures:
//representing parts: computer vision

N
,\\:\ \\
Contour \\ \

Middle

Binary silhouette.

Pinky

Distal phalanx

Thumb <3— Distal interphalangeal (DIP)
Middie phaianx

~<3— Proximal interphalangeal (PIf
Praximal phalanx

<3— Metacapophalangeal (MCP)

Distal phalanx
3D Skeletal model Interphalangeal (IP) =
Proximal phalanx

Metacapophalaingsal (MCP) -
Metacarpal Metacarpal
Trapaziomatacarpal (TM)

=

3D wireframe volumetric
model.

3D Textured volumetric model




Analysing postures and gestures:
//detecting parts: computer vision (opencyv

[- NG N3] OpenCV | OpenCV =)
<[> @ @ E"‘., opencv.org ¢ eade @

[ #2 iPad Informaticae Cultura Apple Mixture mod..e modeling Belfast Natu...esearchnet Yahoo! Google Maps MIUR - loginmiur.cinecait Natural Inte...on in the UK YouTube »
' OpenCV | OpenCV e d out : ¢

0 A

(') o O

%
OpenCV "DONATESS
OPENCVY OpenCV is released under a BSD license and hence it's free LATEST
(OPEN SOURCE for both academic and commercial use. It has C++, C, DOWNLOADS

COMPUTER VISION)  Python and Java interfaces and supports Windows, Linux,

Mac OS, iOS and Android. OpenCV was designed for QUICK LINKS: 311272013

computational efficiency and with a strong focus on real-time Online documentation VERSION 2.4.8

applications. Written in optimized C/C++, the library can take U QBAf 353

advantage of multi-core processing. Enabled with OpenCL, it e’ s a8 OpenCV for Windows

can take of the of the Report a bug 14 '

underlying heterogeneous compute platform. Adopted all sl ™ OpenCV for Linux/Mac
Ul arm

around the world, Openf:v has more than 47 thousand # OpenCV for Android

people of user community and estimated number of Store

downloads exceeding 7 million. Usage ranges from
interactive art, to mines inspection, stitching maps on the
web or through advanced robotics.

& OpenCV foriOS

Analysing postures and gestures:
//detecting parts: computer vision (Matlab

(- X6)

@ @ @ E‘\ www.mathworks.it
m &=

iPad Informatica e Cultura Apple Mixture mod...e modeling Belfast Natu...esearch.net Yahoo! Google Maps MIUR - loginmiur.cineca.it Natural Inte...on in the UK  YouTul
L Computer Vision System Toolbox

o}

Computer Vision System Toolbox - MATLAB & Simulink - MathWorks Italia

Computer Vision System Toolbox

Computer Vision System Toolbox

Design and simulate computer vision and video processing systems

o ) Computer Vision System Toolbox™ provides algorithms and tools for the design and simulation of TRY OR BUY
verview . -
computer vision and video processing systems. The system toolbox includes algorithms for Contact Sales

Product Trial
Pricing and Licensing

feature extraction, motion detection, object detection, object tracking, stereo vision, video
processing, and video analysis. Tools include video file /O, video display, drawing graphics, and
compositing. Capabilities are provided as MATLAB® functions, MATLAB System objects™, and
Simulink® blocks. For rapid prototyping and embedded system design, the system toolbox
supports fixed-point arithmetic and C code generation

Related Products What's New
Key Features From Avi Nehemiah,

Computer Vision System
Toolbox Technical Expert

Videos & Examples

Webinars

Feature Detection, Extraction, and Matching

Registration and Stereo Vision

[

See recorded webinars

Object Detection Doy Pt 1
{1 \

Object Tracking and Motion Estimation

Camera Calibration Product Overview 2:05

Video Processing, Display, and Graphics Technical Resources
Support

New Features

Technical Articles

Fixed Point and Code Generation

System Requirements
[ Documentation  fx Functions {EP Blocks (g System Objects [i] Data Sheet User Stories
5 Apps

= User Community



Analysing postures and gestures:
//detecting parts: computer vision (Piotr’s toolbox)

® 06 Piotr's Matlab Toolbox '
(< > ][] [2] [ + [D vision.ucsd.edu ¢l 2
M ¢5) iPad Informatica e Cultura Apple Mixture mod...e modeling Belfast Natu...esearch.net Yahoo! Google Maps »
F Mostra Top Sites ip... 1 OpenCV | OpenCV 1 Find out more abou... 1 Computer Vision S... 1 Piotr's Matlab Too... + | mm
Piotr's Image Overview
& Video DESCRIPTIONI
Matlab
Toolbox This toolbox is meant to facilitate the manipulation of images and video in Matlab. Its
purpose is to complement, not replace, Matlab's Image Processing Toolbox, and in fact it
Download &
Description requires that the Matlab Image Toolbox be il d. Emphasis has been placed on code

efficiency and code reuse. Thanks to everyone who has given me feedback -- you've helped
Matlab Directories make this toolbox more useful and easier to use.

4 channels CONTENTSH
classify
ﬁ ?ﬁtector The toolbox is divided into 5 parts, arranged by directory:
iters
4 images 4\ channels Robust image features, including HOG, for fast object detection. New
4\ matlab 4 classify Fast clustering, random ferns, RBF functions, PCA, etc.
4 videos

4\ detector Aggregate Channel Features (ACF) object detection code. Mew
4\ filters Routines for filtering images.

Generated by m2html © 4 images Routines for manipulating and displaying images.

2012 4\ matlab General Matlab functions that should have been a part of Matlab.
4\ videos Routines for annotating and displaying videos.

DOWNLOAD[#

For version history click here. This code is licensed under the Simplified BSD License.
e Version 3.25 Dec. 15,2013 [current stable version]

e Version 1.03 May. 03, 2006 [compatible with cuboids code]
» All Version

http://vision.ucsd.edu/~pdollar/toolbox/doc/index.html

Analysing postures and gestures:
//detecting parts: computer vision

No skin-colored objectiin

R
e



Analysing postures and gestures

% body part posture
- detection representation

posture

y

gesture representation
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g g event [ gesture recognition
Feee /ge'sture
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Analysing postures and gestures

body part posture
detection representation

posture
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gesture representation
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g . event [ gesture recognition
Rerse /ge;tute
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Analysing postures and gestures

* There are two main challenges in recognizing posture
and gestures:

+ detecting the body parts involved in the gesture (e.g.
hands)

* modeling the temporal dynamic of the gesture

+ addressed by using techniques such as Dynamic Time
Warping , Hidden Markov Models, and Conditional
Random Fields .

Body gestures and postures
//Generative model

Tpg Tvp
Body
gesture Body Visual
(mental concept| posture images
of) (limb motion)
G P \'}

Production and perception of body gestures. Body gestures originate
as a mental concept G, are expressed (Tpg) through limb motion

motion B, and are perceived (Tvb) as visual images V.




Hand gestures
//Generative model

Gesturer Observer
Produces Perceives
T T
hg vh
(gzsr:‘::al Hand/Arm Visual
concept of ) Movement Images
G H \Y}

Production and perception of gestures. Hand gestures originate
as a mental concept G, are expressed (Thg) through arm and hand
motion H, and are perceived (Tvh) as visual images V.

Body gestures and postures
//Generative model

PV, P, G)=
PV [P) PP | G) PG)

O

Production and perception of body gestures. Body gestures originate
as a mental concept G, are expressed (Tpg) through limb motion
motion B, and are perceived (Tvb) as visual images V.



Hand gestures
//Generative model

PV, H, G)=
PV |H) PH|G) PG

©

Production and perception of gestures. Hand gestures originate
as a mental concept G, are expressed (Thg) through arm and hand
motion H, and are perceived (Tvh) as visual images V.

Body gestures and postures
//Generative model: inference

pointing PV | G) PG

PV)

PG[V) =

¥ @ P(G) 5+ PV | P) PP | C)
)
I @ e3P PV | P PP G)

Production and perception of body gestures. Body gestures originate
as a mental concept G, are expressed (Tpg) through limb motion
motion B, and are perceived (Tvb) as visual images V.



Body gestures and postures
//Generative model: more complex model

pointing

1’ @ \@P 2

@@..@.@..

upper lower
head torso body body

Productlon and perception of body gestures. Body gestures originate
as a mental concept G, are expressed (Tpg) through limb motion
motion B, and are perceived (Tvb) as visual images V.

Body gestures and postures
//Generative model

walking golf swing

A body gesture is a stochastic process in the gesture model parameter
space My over a suitably defined time interval I.



Body gestures and postures
//Generative model: inference

P(Get | Vie1) = |

P(Vis1 | Gta1) P(Grat | Vi) = @ @ —_—
P(Vi+1 | Gts1) 2t P(Giet | Gi) P(Gt | V)

A body gesture is a stochastic process in the gesture model parameter
space My over a suitably defined time interval I.

Hand gestures
//Generative model

2 Gesture 1

A hand gesture is a stochastic process in the gesture model parameter
space My over a suitably defined time interval I.



Hand gestures
//Generative model

P(Get | Vie1) = |

PVir1 | Gte1) P(Grt | Vi) = —_—

Om®

A hand gesture is a stochastic process in the gesture model parameter

P(Vi+1 | Gts1) 2t P(Giet | Gi) P(Gt | V)

space My over a suitably defined time interval I.

Hand gesture recognition
//Simple example

A hand gesture is a stochastic process in the gesture model parameter
space My over a suitably defined time interval I.



Hand gesture recognition
//Simple example: app architecture

% body part lD - [x@®, y@t), z)] | hand movement /
——| detection: gesture
-

hand tracking representation

v

hand movement /

’ event gesture
b recognition
3 /
W gesture
DB
models

e —

Hand gesture recognition
//Simple example: app architecture

i;n 104 21
body part s | [x(), y(t), z(t)]
| —| detection: »

hand tracking

Features: sequential 3D points (X, v, z) of the hand

- Computed from the hand-point tracking code implemented in PrimeSense
open-source OpenNI framework for Kinect

- Each gesture repeated 10 times
- OpenNI hand-tracking code runs at 30 frames per second,
a two-second circle gesture is captured in 60 observations (trajectory sampled

points),

- Each observation having three dimensions (x, y, z)



Hand gesture recognition
//Simple example: app architecture

. s
% body part I | Ix(), y(t), z(V)]
—| detection: »
-

hand tracking

One 3D “circle” gesture

Hand gesture recognition
//Simple example: app architecture

hand movement /
gesture
representation
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event gesture
< recognition

gesture
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Hand gesture recognition
//Simple example: gesture inference

P(Gter | Vier) = l

P(Vt+1 | Gt+1) P(Glt+1 | Vt) =~ _—

Om®

hand movement /
gesture
recognition

P(Vi+1 | Gts1) 2t P(Giet | Gi) P(Gt | V)

Hand gesture recognition
//Simple example: gesture inference

G=circle G=other

..............................................................................................................

Each gesture is modelled by a specific HMM
Can compute the log-likelihood of the hand movement, given the gesture:

log P(Ht+1, Hi Het,. | G = circle)



Hand gesture recognition
//Simple example: gesture inference

Prior choice: restrict the model to the sequence of adjacent states that
constitute a gesture.

- zeroing out the probabilities at the

matrix edges: the probabilities of 05 05 0 0 0 0 0 0
jumping between distant states in the 0 05 05 0 0 0 0 0
A— 0 0 0 05 05 0 0 0

10 0 0 0 05 05 0 0

- choose a prior that constrains the 8 8 8 8 8 0(')5 82 00
transition matrix such that state 0 0 0 0 0 0 0 1

transitions can only occur in one -
direction and between two adjacent
states: a left-to-right HMM

Hand gesture recognition
//Simple example: app architecture

hand movement /
gesture
representation

|

G=circle
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P
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*‘ event



Hand gesture recognition

//Simple example: app architecture

[x(®), y(t), z(t)]

continuous trajectories

hand movement /

representation

gesture

event

Hand gesture recognition

gesture
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//Simple example: app architecture

[x(®), y(t), z(t)]

continuous trajectories

|

G=circle

06—
O

discrete HMM

hand movement /

representation

gesture

discrete trajectories

[33355558888...]

event

gesture
DB
models

N

.
AR A 3
:;ﬂ‘ { /%
R
o %\'ﬁf.fa«s

G=circle e

discrete HMM



Hand gesture recognition
//Simple example: app architecture

continuous trajectories
[x(t), y(t), z()]

k-means
point clustering
of 10 gesture
repetitions

centroid-based
quantization of
trajectory

discrete trajectories

33355558888 ..

Hand gesture recognition
//Simple example: app architecture
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Hand gesture recognition
//Simple example: app architecture

100 -

1050 ...

1000 o
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1020
200~

centroid-based
— quantization of
trajectory
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Hand gesture recognition

//Simple example:

1250 . .

1200

1150

ool

1050 ..

1000 )

200

1220
1200
1180
1160
1140 .
1120
1100 .
1080
1060

1040
200”

app architecture

centroid-based
— quantization of
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Hand gesture recognition
//Simple example: app architecture

continuous trajectories
[x(t), y(t), z()]

hand movement /
gesture
representation

discrete trajectories
[33355558888...]

G=circle T

log-likelihood decision

log P(Ht+1, Hi, Het,. | G=circle) >
Threshold -

gestu'e dISCI’ete HMM

®
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