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Posture and gesture interaction

• The primary goal of gesture recognition research is to create a system which 
can identify specific human gestures and use them to convey information or 
for device control.


• A gesture may be defined as a physical movement of the hands, arms, face, 
and body with the intent to convey information or meaning. 


• Gesture recognition, then, consists not only of the tracking of human 
movement, but also the interpretation of that movement as semantically 
meaningful commands

Analysing postures and gestures



Analysing postures and gestures 
//application areas

Hand gestures

• Taxonomy of hand gestures for HCI
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• Visual interpretation of hand gestures can help in achieving the ease and 
naturalness desired for Human Computer Interaction (HCI).



Posture and gesture interaction

• There are two main challenges in recognizing posture 
and gestures: 


• detecting the body parts involved in the gesture (e.g. 
hands) 


• modeling the temporal dynamics of the gesture

Analysing postures and gestures
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Analysing postures and gestures: 
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http://www.openni.org/

Analysing postures and gestures: 
//detecting parts: Kinect style (OpenNI)
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Analysing postures and gestures: 
//detecting parts: motion capture



• There are two main challenges in recognizing posture 
and gestures: 


• detecting the body parts involved in the gesture (e.g. 
hands) 


• addressed by selecting appropriate visual features: these 
include, e.g., histograms of oriented gradients , optical 
flow, spatio-temporal salient points  and space-time 
volumes .


• modeling the temporal dynamic of the gesture
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tracked body parts indexed by different colors
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ellipse convex hull
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Analysing hand gestures: 
//representing parts: computer vision

3D Textured volumetric model

3D wireframe volumetric 
model.

3D skeletal model

Binary silhouette.

Contour

Analysing hand gestures: 
//representing parts: computer vision
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Analysing postures and gestures: 
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Analysing postures and gestures: 
//detecting parts: computer vision (Piotr’s toolbox)

http://vision.ucsd.edu/~pdollar/toolbox/doc/index.html

Analysing postures and gestures: 
//detecting parts: computer vision
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• There are two main challenges in recognizing posture 
and gestures: 


• detecting the body parts involved in the gesture (e.g. 
hands) 


• modeling the temporal dynamic of the gesture


• addressed by using techniques such as Dynamic Time 
Warping , Hidden Markov Models, and Conditional 
Random Fields .

Analysing postures and gestures

Production and perception of body gestures. Body gestures originate!
as a mental concept G, are expressed (Tpg) through limb motion!
motion B, and are perceived (Tvb) as visual images V.

Body gestures and postures 
//Generative model
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Production and perception of gestures. Hand gestures originate!
as a mental concept G, are expressed (Thg) through arm and hand!
motion H, and are perceived (Tvh) as visual images V.

Hand gestures 
//Generative model

G

P

V

P(V, P, G)= 
P(V | P) P(P | G) P(G)
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Hand gestures 
//Generative model
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P(V, H, G)= 
P(V | H) P(H | G) P(G)

G

P

V

P(G | V) =
P(V | G) P(G)

P(V )

P(G) ∑H P(V | P) P(P | G) 

∑G ∑H P(G) P(V | P) P(P | G) 
=

Body gestures and postures 
//Generative model: inference

Production and perception of body gestures. Body gestures originate!
as a mental concept G, are expressed (Tpg) through limb motion!
motion B, and are perceived (Tvb) as visual images V.

pointing
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Body gestures and postures 
//Generative model: more complex model

Production and perception of body gestures. Body gestures originate!
as a mental concept G, are expressed (Tpg) through limb motion!
motion B, and are perceived (Tvb) as visual images V.

pointing

body

walking golf swing

Body gestures and postures 
//Generative model
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P(Gt+1 | Vt+1) ≈

P(Vt+1 | Gt+1) P(Gt+1 | Vt) ≈

P(Vt+1 | Gt+1) ∑Gt P(Gt+1 | Gt) P(Gt | Vt) 

body

Body gestures and postures 
//Generative model: inference
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Hand gestures 
//Generative model
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Hand gesture recognition 
//Simple example
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Hand gesture recognition 
//Simple example: app architecture
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Hand gesture recognition 
//Simple example: app architecture

Features:  sequential 3D points (x, y, z) of the hand   
!
- Computed from the hand-point tracking code implemented in PrimeSense 
open-source OpenNI framework for Kinect 
!
- Each gesture repeated 10 times 
!
- OpenNI hand-tracking code runs at 30 frames per second,  
a two-second circle gesture is captured in 60 observations (trajectory sampled 
points),   
!
- Each observation having three dimensions  (x, y, z) 
!
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One 3D “circle” gesture

hand movement / 
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Hand gesture recognition 
//Simple example: app architecture
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G=circle
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Each gesture is modelled  by a specific HMM 
Can compute the log-likelihood of the hand movement, given the gesture:

G=other

Hand gesture recognition 
//Simple example: gesture inference

log P(Ht+1, Ht, Ht-1,…| G = circle) 



Hand gesture recognition 
//Simple example: gesture inference

Prior choice:  restrict the model to the sequence of adjacent states that 
constitute a gesture.

- zeroing out the probabilities at the 
matrix edges: the probabilities of 
jumping  between distant states in the 
model 
!
!
- choose a prior that constrains the 
transition matrix such that state 
transitions can only occur in one 
direction and between two adjacent 
states:  a left-to-right HMM

hand movement / 
gesture 

representation

Hand gesture recognition 
//Simple example: app architecture
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representation

Hand gesture recognition 
//Simple example: app architecture

continuous trajectories 
[x(t), y(t), z(t)]

discrete HMM

hand movement / 
gesture 

representation

Hand gesture recognition 
//Simple example: app architecture

continuous trajectories 
[x(t), y(t), z(t)]

discrete HMM

discrete trajectories 
[3 3 3 5 5 5 5 8 8 8 8 … ]



k-means  
point clustering  

of 10 gesture 
repetitions

Hand gesture recognition 
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continuous trajectories 
[x(t), y(t), z(t)]
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Hand gesture recognition 
//Simple example: app architecture

continuous trajectories 
[x(t), y(t), z(t)]

discrete HMM

discrete trajectories 
[3 3 3 5 5 5 5 8 8 8 8 … ]

log P(Ht+1, Ht, Ht-1,…| G=circle) > 
Threshold

log-likelihood decision


